CENTRAL PURCHASE OFFICE

ALIGARH MUSLIM UNIVERSITY, ALIGARH —202002
TELEPHONE NO. 0571-2701327
Web site: www.amur egistrar .com

TENDER NOTICE

Sealed tenders on the prescribed format are invited from the reputed
firms/manufacturers/distributors/authorized dealers for the supplies of Ser ver

and Storage Devices.

The prescribed format (non-transferable) alongwith the description of the
material required and also other terms and conditions are given below the tender

notice.

Each tender should be accompanied EMD 3% (Refundable) of the quoted
value of items through D.D. in favour of the Finance Officer AMU, Aligarh
payable at Aligarh failing which the tender will not be accepted.

Tenderswill be accepted upto 4.00 p.m. by 22 Nov 2010 and opened on
24" Nov 2010 at 12.00 Noon before the presence of  tenderers or their
representatives.

Dy. Finance Officer
(Purchase)



INSTRUCTIONSTO SUPPLIERSTERMS & CONDITIONS
1. Tenders supported with manufacturer’ s price-list alongwith their literature, if
any, must be properly sealed in envelop/cover and addressed to the Assistant
Finance Officer, Central Purchase Office, AMU, Aligarh. The envelop be
superscribed Tender for the item(s)

2. Delivery will be made within the stipulated period as mentioned in the supply
order and F.O.R. destination.

3. Supply should strictly be in accordance with the specifications given in the
supply order. The articles not found according to the specifications or are
damaged, will not be accepted and the supplier will be liable to remove the same
from the University campus, otherwise, University will not be responsible for safe
custody of it. The cost of return shall be borne by the supplier.

4. Either failure to execute the supply within stipulated period or sub-standard
supplied, the University will have the right to black list the such supplier. Supply
of goods after the stipulated period a regular sanction of extension of the period
by the competent authority is necessary.

5. Any increase in the rate during the course of supply shall not be acceptable.

6. The incidental expenses such as;, package, carriage, railway freight,
forwarding and Insurance etc. will be borne by the firm/supplier.

7. Payment shall be made against bill which should be forwarded in triplicate.

8. Guarantee/warranty period should be clearly mentioned.

9. Free service after sale should be ensured during warranty period.

10. Maximum rebate/discount to the Educational Institution, if any, may be
mentioned.

11. Rate quoted should be net after allowing all discount and inclusive of all
Taxes/VAT etc.

12. All disputeswill be settled in Aligarh Court only.

13. The tenders will be accepted from only those suppliers who have valid
TIN/S.T. numbers and the copy of the same may also be submitted with the
tenders.

14. Tender should be accompanied by EMD 3% of the quoted value of the items
through D.D in favour of Finance Officer AMU, Aligarh. DOCUMENTS
UNACCOMPANIED BY EARNEST MONEY SHALL BE OUT RIGHTLY
REJECTED.

15. Tender must reach in the Central Purchase Office, AMU, Aligarh on or
before 22nd .11.2010 by 4.00 p.m.

16. Tenders shall be opened at 12.00 Noon on 24.11.2010 in the Central
Purchase Office in the presence of the tenderers/representatives of the firms.

17. The University reserves the right to accept or reject all or any of the tenders
without assigning any reason thereof.

18. PREFERENCE WILL BE GIVEN TO THE COMPANIES APPLYING
DIRECTLY .

DEPUTY FINANCE OFFICER
(PURCHASE)



CENTRAL PURCHASE OFFICE
ALIGARH MUSLIM UNIVERSITY
ALIGARH

TENDER FORM

NAME OF THE FIRM. ... e e e e e e e e
A D R E S S ...
01- Tender Cost Rs.500/-(Non Refundable) D.D. NO.................... dated.............

02- .EMD 3% (Refundable) of the quoted rates of the items through D.D.NO.........
Dated.......... amount Rs............ in favour of Finance Officer AMU, Aligarh

payable at Aligarh.



Processors

Benchmark

Cache

Memory Type& Memory RAS

I nter nal Disks Scalability

[/OSlots
Removable M edia

Integrated I/O

Server RAS Features:

Error Handling
Operating System
High availability Features

Virtualization Features

System Administration Tool

FCHBA
Clustering

Warranty

SERVER

True 64-bit High Performance EPIC Architecture & 2 or More
CPU Core per CPU Socket, 1 CPU Socket Scalableto 2 CPU
Socket Configured with min clock speed of 1.4GHZ or higher

The proposed processor should havethefollowing published
benchmarksfor thefollowing Industry Standard Benchmarks:
SAP, TPC-C, TPC-H, SgeCJAPPZ 05, Specjbb2005,
Specint2006, Specfp200!

Atleast 6MB L3/ core.

32 GB DDR2 Memory DIMM with parity protection.
Also System should be capabl e to sustain Double Bit error ona
DIMM/chipkill. (Scalableto 64GB)

Minimum 3* 300 GB internal, hot plug, SFF SAShard disk
driveswith minimum HW RAID1 Support. Should bescalable
to8internal SAS Driveand support HW RAID5

Minimum 3 PCI-X / PCI-E 1/0 Slots (System should have PCI-
X & PCI-E support capability)

Internal /Externa USB DV D Drive

Minimum 2 x 10/100/1000 M bps onboard Ethernet Ports
Onboard HW RAID Controller or Dedicated PCI dot for HW
ID controller)

The system should havethefollowing RASfeatureson various
resources

Processor & System RAS

Cacheerror detection/ correction

Dynamic processor & memory all ocation/dedl location.
Corelogic parity protection

Dynamic Proc. Resiliency/Proc. Bus ECC/Service Processor
/O dlotsRAS

Error detection/ correction

PCl failureisolationtoasingledot

Enhanced I/O error recovery

Multi-pathi n?

PCI card online replacement Support with UNIX OS

Machine Check Architecture (MCA) and event monitoring.
64-bit WindowsB13

Error checking and correcting (ECC) on memory and caches
with Automatic deconfiguration of memory and processors

Policy based Workload management, Soft Partitions,
Support for HighAvailability Clustering Software between
Physicd Servers& Virtud/Logica partitions

| ntegrated Remote management for managing system resources
System should support Advanced iLO & with Virtual KVM &
capable of Remote Read/Write ConsoleAccess

Should be configured with Dual Ported Fiber Channel HBA for
SAN Connectivity

Serversshall be configuredinActive Passive Modethrough
clustering Tools( to be of SAME OEM asof Servers)

3-3-3
(1)



WEB-Server

Chasis 2U Rack Mountable

CPU Two * Quad Core Intel Xeon Processor E5640 2.6 GHz 12 MB
(1x8MB) L3cache

Motherboard Intel® 5520 Chipset or better

Memory 24 GB DDR3 operating at 1066MHz. Memory should be

upgradableto 192GB using PC3-8500R DDR3 Registered
(RDIMM) memory, operating at S0O0MHz

Advanced ECC (multi-bit error protection) Mirroring mode &
L ockstep mode memory protection should dsobeavailable

Bays Minimum 8 (scalableupto 16)Hot Plug 2.5" hard disk bays
HDD 3x Hot plug SFF SAS300GB 6G SAS 10K RPM DP Drives
Controller SASRaid Controller with RAID 0/1/1+0/5/5+0 with 512MB
battery backed write cache (onboard or in aPCl Expresssdlot).
Networking features Dud Port Multifunction GB Server Adapters(four portstotal,

Embedded or Slot based) with TCP/I P Offload Engine, including
support for Accelerated iSCS|

Ports USB 2.0 support With 5 total ports: (2) portsup front; (2) portsin
back; (1) port interna andl internal SecureDigital (SD) dot

Bus Slots Six PCI-Expressdots, optional mixed PCI-X / PCI-Expressor x16
PCI configurations

Optical drive DVD/CD-RW combodrive

Power Supply Redundant Power Supplies

Fans Redundant Fans

Sandard Compliance ACPI 2.0 Compliant, PCI 2.2 Compliant, WOL Support,
Microsoft® L ogo certifications, USB 2.0 Support

Security Hardware-based system security feature that can securely store

information, such as passwordsand encryption keysto authenticate
the platform. It can also be used to store platform measurementsto
ensurethat the platform remainstrustworthy.

OSSupport Microsoft Windows Server, Microsoft Windows Server Hyper-V,
Red Hat Enterprise Linux (RHEL ), Red Hat Enterprise Linux
Virtudization, SUSE Linux Enterprise Server (SLES), SUSE Linux
Enterprise Server with XEN Oracle Enterprise Linux (OEL ), Solaris
10for x86/x64 based Systems, NetWare, VMware, Citrix Essentials
for XenServer

Warranty 3year warranty. Prefailurewarranty on CPU, Memory and HDDs

Remote M anageability Softwar e

System remote management software should support browser based Graphical Remote Console; Virtua

Power button, Remote boot using USB/CD/ DV D Drive and should be capabl e to offer upgrade of
software and patchesfrom aremote client us ng M edialimage/fol der; server power capping and historica

reporting;should have support for multifactor authenti cation. Remote consol e sharing during pre-OSand
OSruntime operation, Consolereplay - Console Replay capturesand storesfor replay the consolevideo
duringaserver’slast mgjor fault or boot sequence. Microsoft Termina ServicesIntegration, 128 bit SSL
encryption and Secure Shell Version 2 support.Should provide support for AES and 3DES on
browser.Should provide remotefirmware update functiondity.Should provide support for Javafreegraphica
remote consol e. shared remote consol for minimum 6 users s multaneoudy
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Server Management

The Systems M anagement software should provide Role-based security Should help provide proactive
notification of actua or impending component failuredertson critica componentslike CPU, Memory and
HDD. Should support automatic event handling that alowsconfiguring policiesto notify falluresviae-mail,

pager, or SM S gateway or automatic execution of scripts. Should support scheduled execution of OS
commands, batch files, scripts, and command line apps on remote nodes. Should be ableto perform
comprehensive system data coll ection and enabl e usersto quickly produce detailed inventory reportsfor
managed devices. Should support thereportstobesavedinHTML, CSV or XML format. Should helpto
proactively identify out-of-date BIOS, drivers, and Server Management agents and enabletheremote
update of system software/firmware components.The Server Management Software should be of the
same brand as of the server supplier.

RACK

8portsKVM Switch

Layer 3Switch

RACK & OTHER OPTIONS

42 U with Rackmount Keyboard and 17/19 inch Monitor of 1U.
Should support video resol utionsfrom 640 x 480 through 1440 x
900 at upto 75 Hz refreshrate

Displayssystem-related informati on on the consolemonitor, such as
selected server name, status, power-up test dataand configuration
menus. The switch box should provide apassword option for
security.Should support the application code of the switchto be
quickly and easily updated viaFLASH ROM. The port
communications settings should autometicaly configured todlow
direct downl oading from the connected compuiter.

Support for variety of server connectionswith Interface Adapters
PS/2, USB, VT 100 serial console support, BladeSystems support
viafront diagnostics connector. Warranty 3-3-3

Layer 3 Switchwith 24 * 10/200/1000 BASE-T Ethernet Ports, 4
SFP Combo Portsand Two Extension Slots. Minimum 120 Gbps
non-Blocking Switching Speed. Shal Support minimum 32K MAC
Addressand 4K Port Based VLANS

©)



Chassis
CPU

M otherboard
Memory

Bays
Harddisk drive
Controller

Fiber Channé
Networ king features
Ports

Bus Slots

Optical drive

Power Supply

Fans

Sandard Compliance

Security

OSSupport

Warranty

BACKUPSERVER

2 U Rack Mountable

One * Quad Corelntel Xeon Processor E5640 2.6 GHz 12 MB
(1x8MB) L3 cache. Server should be upgradableto 2 CPU
Intel® 5520 Chipset or better

16 GB DDR3 operating at 1066MHz. Memory should be
upgradableto 192GB using PC3-8500R DDR3 Registered
(RDIMM) memory, operating at S00MHz,

Advanced ECC (multi-bit error protection) Mirroring mode &

L ockstep mode memory protection should also beavailable
Minimum 8 (scalableupto 16)Hot Plug 2.5" hard disk bays

3x Hot plug SFF SAS 300GB 6G SAS 10K RPM DP Drives
SASRaid Controller with RAID 0/1/1+0/5/5+0 with 512MB battery
backed write cache (onboard or inaPCl Expressdlot).

Dua Port 8Gbpsfiber channel HBA

Dual Port Multifunction Gigabit Server Adapters(four portstotal,
Embedded or S ot based) with TCP/IP Offload Engine, including
support for Accelerated iSCSI

USB 2.0 support With 5 total ports: (2) portsup front; (2) portsin
back; (1) portinternal andlinternal SecureDigital (SD) dot

Six PCI-Expressdlots, optional mixed PCI-X / PCI-Expressor x16
PCI configurations

DVD/CD-RW combodrive

Redundant Power Supplies

Redundant Fans

ACPI 2.0 Compliant, PCI 2.2 Compliant, WOL Support,
Microsoft® L ogo certifications, USB 2.0 Support
Hardware-based system security feature that can securely store
information, such as passwordsand encryption keys, which can be
used to authenticate the platform. It can a so beused to store
platform measurementsthat help ensurethat the platform remains
trustworthy.

Microsoft Windows Server, Microsoft Windows Server Hyper-V,
Red Hat Enterprise Linux (RHEL), Red Hat Enterprise Linux
Virtudization, SUSE Linux Enterprise Server (SLES), SUSE Linux
Enterprise Server with XEN Oracle EnterpriseLinux (OEL),
VMware, Citrix Essentialsfor XenServer

3year warranty. Prefailurewarranty on CPU, Memory and HDD

Remote M anageability Software

System remote management software should support browser based Graphical Remote Console;
Virtual Power button, Remote boot using USB / CD/ DV D Driveand should be capableto offer
upgrade of software and patchesfrom aremote client using Media/ imagef/folder;server power capping
and higtorical reporting;should have support for multifactor authentication. Remote console sharing
during pre-OS and OS runtime operation, Consolereplay - Console Replay capturesand storesfor
replay the consolevideo during aserver’slast major fault or boot sequence. Microsoft Terminal
ServicesIntegration, 128 bit SSL encryption and Secure Shell Version 2 support.Should provide
support for AES and 3DES on browser.Should provide remote firmware update functionality.Should
provide support for Javafree graphical remote console. shared remote consol for minimum 6 users

smultaneoudy
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Server Management

The Systems Management software should provide Role-based security

Should help provide proactive notification of actual or impending component failureaertson critica
componentslike CPU, Memory and HDD. Should support automatic event handling that allows
configuring paliciesto notify failluresviae-mail, pager, or SM Sgateway or automatic execution of
scripts.

Should support scheduled execution of OS commands, batch files, scripts, and command line appson
remote nodes

Should be ableto perform comprehensive system datacoll ection and enabl e usersto quickly produce
detailed inventory reportsfor managed devices. Should support thereportsto besaved inHTML,
CSV or XML format.

Should helpto proactively identify out-of-date BIOS, drivers, and Server Management agentsand
enabletheremote update of system software/firmware components.

The Server Management Software should be of the same brand as of the server supplier.

Tapelibrary

Capacity a. Shall support Native datacapacity of 36TB (uncompressed) expand
ableto 72TB (2:1compressed).
b. Shall be offered with Minimum of One LTO5 FC tapedriveand
minimum of 24 cartridgedots. Shall support encryption
TapeDriveArchitecture  Offered LTOS5driveintheLibrary shall conform to the Continuousand
Datarate matching techniquefor higher religbility.

Speed Offered LTOS drive shall support 140M B/sec in Native mode and
280MB/secin 2:1 Compressed mode.

Scalability Tape Library shall support scalability for morethan 4 Number of LTO-5
and 120 dotsether within the sameframeor by cascading another
frame.

Encryption device Offered Library shall be provided with ahardwaredevicelike USB key,
separate appliance etc. to keep all the encrypted keysin aredundant
fashion.

Connectivity Offered Tape Library shall provide 8Gbps native FC connectivity to

SAN switches.

M anagement TapeLibrary shall provideweb based remote management.

Bar code Reader/Mail slots Tapelibrary shal support Barcode reader and mail dot.

Other Features a. TapeL.ibrary shall have GUI Panel

b. Shall berack mountable.

c. TapeLibrary shal be supplied with softwarewhich can predict and
prevent failuresthrough early warning and shall also suggest therequired
serviceaction.

d. Offered Software shall a so havethe capability to determinewhento

retirethetape cartridges and what compressionratio isbeing achieved
Warranty 3-3-3

©



SorageAreaNetwork (SAN)

Operating System & Clustering Support
1. The storage array should support industry-leading Operating System platformsincluding:
Windows Server 2003, 2008, Vmware, Sun Solaris, HP-UX, IBM-AIX and Linux.
2. Offered Storage Shall support al above operating systemsin Clustering.

Capacity & Scalability
1. The StorageArray shall beoffered with 12 FC drives of 300GB FC Disk Drives.
2. Storage shall be scal able to minimum of 90 number of drivesor 37TB using 400GB drives.

Processing Power
Offered controllersshall be based onlatest PCl-etechnology to ensurethat thereisno bottleneck
for 10 communication.

Architecture
1. Thestoragearray should support dud, redundant, hot-pluggable, active-activearray controllers
with RISC based processorsfor high performanceand reliability
2. StorageArray shall have Real Time/ Embedded Unix Operating system to avoid frequent
Firmware upgrades and shall not be based on General purpose operating system.
3. StorageArray shal have Switched Architecturefor Disk drive connectivity.
4. Controllersshdl betrueactive-activesothat asngle L ogicad unit can beshared by both controllers
at thesametime.

No Singlepoint of Failure
Offered StorageArray shall be configurableinaNo Single Point of configuration including Array
Controller card, Cachememory, FAN, Power supply €tc.

Disk Drive Support
Offered StorageArray shall support 4Gbpsdual-ported 146/ 300/ 400/ 450GB / 600GB hot-
pluggable Enterprise FC hard drives, Minimum of 73GB SSD Drivesaongwith S ATA/F-ATA
(1TB) drivesinthe samedevice shdlf.

Cache
1. Offerd SiorageArray shall begivenwith Minimum of 4GB cacheinasingle unit out of which
atleast 1GB shall be usablewrite cache.
2. Cache shall be mirrored using dedi cated PCI-express bus and shall not use Disk data path.
3. Cache shal bedynamically managed for Read and Write operations.
4. Shdl have dynamic management of Cacheblock size.
5. Cache shall not have any overhead for the operating system.

Raid Support
1. Offered Storage Subsystem shall support Raid0, 1, 1+0, 5and Raid 6.
2. Offered Storage subsystem controllers shall have capability to create asinglevolume of more
than24TB
3. Storage subsystem shall support expansi on of both Disk group and raid group dynamically at
both storage and Host level as per defined policies.

Data Protection
1. Incase of Power failure, Storage array shall be ableto hold datain the cachefor at-1east 96
hours of time or destage to disk drives. Bidders shall ensurethat in case of de-stanging, dual
redundant Standby power suppliesare configured.
2. For optimal dataprotection, storage shall support distribution of metadataon morethan one
driveshdf.

Host Ports& Back-end Ports
Offered Storage shall have minimum of 4 host portsfor connectivity to servers& minimum of 4
deviceportsfor Disk shelf connectivity

©



PortsBandwidth
Offered storage shall be end to end 4Gbpswhere each drive and drive shelf shall be connected
through dual active-active paths.
Global Hot Spare
1. offered StorageArray shall support distributed Global hot Sparefor offered Disk drives.
2. Atleast 2 Global hot sparedrive shall be configured for every 50 drives.
Performance
1. Offered Storage subsystem shall support morethan 1,30,000 |OPS.
2. Shall have capability to use more than 30 drives per array group or raid group for better
performance.
3. Shdl support morethan 1200M B/sec sequentia throughput.
L oad Balancing & Muti-path
Multi-path and |oad balancing software shall be provided, if vendor does not support MPIO
functionlity of Operating system.
Maintenance
Offered storage shdl support online non-disruptivefirmware upgradefor both Controller and disk
drives.
Re-buildtime
For better re-build timesin caseof disk failure, offered storagerebuild operationsshal not depends
upon thenumber of drivesintheraid group.
Business Copy
1. Shall support Snapshot, Capacity free snapshot without locking the disk space, Full physical
copy (Clone).
2. Shall support incremental re-synchronization of businesscopy with Primary volume.
3. Shall support morethan 48 business copy of agiven production volume.
4. Shall be ableto create business copy on different raid set ascompared to Production volume.
5. Shall be ableto create Clone operation onlow performance SATA / FATA drives.
SorageArray Configuration & M anagement Software
1. Vendor shdl provide StorageArray configuration and Management software.
2. Software shall be ableto manage morethan onearray of samefamily.
Performance M anagement
Vendor shall aso offer the performance management softwarefor StorageArray.
Remote Replication
1. Storage shall support both Synchronousand Asynchronousreplication at controller level.
2. Shal support continuousreplication to Remotel ocation without using any buffering technology
inside cacheat Primary location for better Recovery Point Objective.
3. Shall support replication acrossal modelsof the offered family.
FC Cables
Reqired 775m Multi-mode OM3 LC/LC FC Cableto be provided
Warranty 3-3-3
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20.

SAN Switch

Minimum Dua SAN switchesshall be configured whereeach SAN switch shall be configured
with minimum of 8 Portsscaableto 24 ports.

Required scalability shall not be achieved by cascading the number of switchesand shdl beoffered
withinthecommon chassisonly

Should deliver 8 Ghit/Sec Non-blocking architecturewith 1:1 performancefor up to 24 portsina
energy-efficient fashion

Should protect existing deviceinvestmentswith auto-sensing 1, 2, 4, and 8 Ghit/sec capabilities.
The switch shal support different port typessuchasFL_Port, F_Port, M_Port (Mirror Port), and
E_Port; self-discovery based on switchtype (U_Port); optiona port type control inAccess Gateway
mode: F_Port and NPIV-enabled N_Port

Theswitch should berack mountable

Nondisruptive Microcode/ firmware Upgrades and hot code activation.

Theswitch shall provideAggregate bandwidth of 192 Ghit/sec: 24 ports x 8 Ghit/sec (datarate)
endtoend.

Switch shall have support for web based management and should a so support CLI.

Theswitch should have USB port for firmware downl oad, support save, and configuration upload/
download.

Offered SAN switchesshdl behighly efficient in power consumption. Bidder shal ensurethat
each offered SAN switch shall consumelessthan 60 Watt of power.

Switch shdl support POST and onling/offlinediagnostics, induding RA Stracel ogging, environmenta
monitoring, non-disruptive daemon restart, FCping and Pathinfo (FC traceroute), port mirroring
(SPAN port).

Offered SAN switch shall support services such as Quality of Service (QoS) to help optimize
application performancein consolidated, virtua environments. It should be possibleto definehigh,
mediumand low priority QOS zonesto expidite high-priority traffic

Theswitch shall be ableto support ISL trunk up to 64 Ghit/sec between apair of switchesfor
optimal bandwidth utilization and load balancing.

SAN switch shal support to restrict dataflow from lesscritical hostsat preset bandwidths.

It should be possibleto i solate the high bandwidth dataflowstraffic to specific ISLsby using
smplezoning

The Switch should be configured with the Zoning and shall support I SL Trunking featureswhen
cascading morethan 2 numbersof SAN switchesinto asinglefabric.

Offered SAN switchesshall support to measure thetop bandwidth-consuming trafficinred time
for aspecific port or afabric which should detail thephysical or virtual device.

Warranty 3-3-3
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23.

24.
25.
26.
27.
28.
29.

30.

Backup and Data Pr otection Software

The proposed backup sol ution should be available on various OS platforms such asWindowsand
UNIX platformsand be capabl e of supporting SAN based backup/ restorefrom variousplatforms
including Tru64 UNIX, HP-UX, Linux, Open VMS, NetWare and Windows.

The proposed backup solution shal | support industry leading cluster solution suchasMSCS, MC
Service Guard, Veritas Cluster.

The proposed backup solution shall have same GUI across heterogeneous platform to ensure
easy adminigtration.

The proposed backup solution software has inbuilt Java/ Web based GUI for centralized
management of backup domain.

The proposed backup solution must support integration of backup and restore with hardware
cloning and snapshot featuresinto the GUI, eliminating thetraditional need to write user scripts
The proposed backup sol ution shoul d support tape mirroring of the samejob running concurrently
with primary backup.

The proposed backup solution should alow creating tape clonefacility after the backup process.
The proposed backup solution shal | be configured in such afashion that no extralicensefor client
and mediaserversisrequired whilemoving from LAN to SAN based backup.

The proposed backup solution shal be configured with unlimited client and medialicensesfor both
SAN based backup and LAN based backup.

The proposed backup sol ution must not require separate licensing when upgrading from alower
end server (1-2 CPU-based server) to higher end server (4-and CPU-based server)

The proposed backup solution supportsthe capability to write up to 32 datastreamsto asingle
tape deviceor multipletapedevicesin parale from multiple clientsto leveragethe throughput of
thedrivesusing multiplexing technol ogy.

The proposed backup sol ution support de-multiplexing of datacartridgeto another set of cartridge
for selective set of datafor faster restoresoperation to client/servers.

The proposed backup sol ution hasin-built mediamanagement and supportscrossplaiform device
and mediasharing in SAN environment. It providesacentralized scratched pool thusensuring
backupsnever fail for media.

The proposed backup solution hasin-built frequency and calendar based scheduling system.
The proposed backup software must support open file support for Windowsand Novel | Netware.
The proposed backup solution has certified “ hot-online” backup solution for different type of
databases such as Oracle, MS SQL, Sybaseetc.

The proposed backup solution shall also support Microsoft Sharepoint Portal server. Backup
Softwar e should beconfigured with 2 onlineagentsfor 2 Database (Oracle) Servers.
The proposed backup sol ution must be ableto rebuild the backup database/cata og from tapesin
theevent of catalogloss/corruption.

The proposed backup solution shal providegranularity of snglefilerestore.

The proposed backup solution must support MS Exchange single mailbox restore.

The backup software should support object level restore.

The proposed backup sol ution must support full automated transfer of disk backup imagesto tape
onascheduled basis.

The proposed backup solution shall support synthetic full backup so that anincremental forever
approach may beimplemented, where an actual full backupisnolonger necessary asit can be
constructed directly from the disk based incremental backups.

The proposed backup solution shall also support disk based virtual full backup approach.

The proposed backup solution shall be ableto copy dataacrossfirewall.

The proposed backup solution shall support automatic skipping of backup during holidays.

The proposed backup solution must support at least AES 256-bit encryption capabilities.
Theinternal backup catal ogue database should not have abigfoot print.

The backup software should support obj ect based restore option which isone of themost granular
option availablewith any backup softwarevendor.

The backup software should support instant recovery of Exchange, SQL and Oracle databases.
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Terms & Conditions:-

Signature & Seal of the V ender

Contract NO......covvvieeeen.



